ODGEN: Domain-specific Object Detection Data
Generation with Diffusion Models
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Figure 1: The proposed ODGEN enables controllable image generation from bounding boxes and
text prompts. It can generate high-quality data for complex scenes, encompassing multiple categories,
dense objects, and occlusions, which can be used to enrich the training data for object detection.

Abstract

Modern diffusion-based image generative models have made significant progress
and become promising to enrich training data for the object detection task. However,
the generation quality and the controllability for complex scenes containing multi-
class objects and dense objects with occlusions remain limited. This paper presents
ODGEN, a novel method to generate high-quality images conditioned on bounding
boxes, thereby facilitating data synthesis for object detection. Given a domain-
specific object detection dataset, we first fine-tune a pre-trained diffusion model
on both cropped foreground objects and entire images to fit target distributions.
Then we propose to control the diffusion model using synthesized visual prompts
with spatial constraints and object-wise textual descriptions. ODGEN exhibits
robustness in handling complex scenes and specific domains. Further, we design a
dataset synthesis pipeline to evaluate ODGEN on 7 domain-specific benchmarks to
demonstrate its effectiveness. Adding training data generated by ODGEN improves
up to 25.3% mAP@.50:.95 with object detectors like YOLOvS and YOLOV7,
outperforming prior controllable generative methods. In addition, we design an
evaluation protocol based on COCO-2014 to validate ODGEN in general domains
and observe an advantage up to 5.6% in mAP@.50:.95 against existing methods.

1 Introduction

Object detection is one of the most widely used computer vision tasks in real-world applications.
However, data scarcity poses a significant challenge to the performance of state-of-the-art models
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like YOLOVS [25] and YOLOV7 [54]. With the progress of generative diffusion models, such as
DALL-E [13], and Stable Diffision [44], which can generate high-quality images from text prompts,
recent works have started to explore the potential of synthesizing images for perceptual model training.
Furthermore, methods like GLIGEN [33]], ReCo [61]], and ControlNet [62] provide various ways to
control the contents of synthetic images. Concretely, extra visual or textual conditions are introduced
as guidance for diffusion models to generate objects under certain spatial constraints. Therefore, it
becomes feasible to generate images together with instance-level or pixel-level annotations.

Nevertheless, it remains challenging to generate an effective supplementary training set for real-world
object detection applications. Firstly, large-scale pre-trained diffusion models are usually trained on
web crawl datasets such as LAION [48]], whose distributions may be quite distinct from specialist
domains. The domain gap could undermine the fidelity of generated images, especially the detailed
textures and styles of the objects, e.g., the tumor in medical images or the avatar in a video game.
Secondly, the text prompts for object detection scenes may contain multiple categories of subjects.
It could cause the "concept bleeding" [[12} 40, 68]] problem for modern diffusion models, which is
defined as the unintended merging or overlapping of distinct visual elements in an image. As a result,
the synthetic images can be inconsistent with pseudo labels used as generative conditions. Thirdly,
overlapping objects, which are common in object detection datasets, are likely to be merged as one
single object by existing controllable generative methods. Lastly, some objects may be neglected
by the diffusion model so that no foreground is generated at the conditioned location. All of the
limitations can hinder the downstream object detection performance.

To address these challenges, we propose ODGEN, a novel method to generate synthetic images with
a fine-tuned diffusion model and object-wise conditioning modules that control the categories and
locations of generated objects. We first fine-tune the diffusion model on a given domain-specific
dataset, with not only entire images but also cropped foreground patches, to improve the synthesis
quality of both background scene and foreground objects. Secondly, we design a new text prompt
embedding process. We propose to encode the class name of each object separately by the frozen
CLIP [41] text encoder, to avoid mutual interference between different concepts. Then we stack the
embeddings and encode them with a newly introduced trainable text embedding encoder. Thirdly,
we propose to use synthetic patches of foreground objects as the visual condition. Each patch is
resized and pasted on an empty canvas according to bounding box annotations, which deliver both
conceptual and spatial information without interference from overlap between objects. In addition,
we train foreground/background discriminators to check whether the region of each pseudo label
contains a synthetic object. If no object can be found, the pseudo label will be filtered.

We evaluate the effectiveness of our ODGEN in specific domains on 7 subsets of the Roboflow-100
benchmark [6]. Extensive experimental results show that adding our synthetic data improves up
t0 25.3% mAP@.50:.95 on YOLO detectors, outperforming prior controllable generative methods.
Furthermore, we validate ODGEN in general domains with an evaluation protocol designed based on
COCO-2014 [37] and gain an advantage up to 5.6% in mAP@.50:.95 than prior methods.

The main contributions of this work can be summarized as follows:

* We propose to fine-tune pre-trained diffusion models with both cropped foreground patches and
entire images to generate high-quality domain-specific target objects and background scenes.

* We design a novel strategy to control diffusion models with object-wise text prompts and synthetic
visual conditions, improving their capability of generating and controlling complex scenes.

* We conduct extensive experiments to demonstrate that our synthetic data effectively improves the
performance of object detectors. Our method outperforms prior works on fidelity and trainability
in both specific and general domains.

2 Related Works

Diffusion models [7, 20, [29| 38 49, [50] have made great progress in recent years and become
mainstream for image generation, showing higher fidelity and training stability than prior generative
models like GANs [4] 16} 26| 27, 28] and VAEs [30} 43} 152]]. Latent diffusion models (LDMs) [44]]
perform the denoising process in the compressed latent space and achieve flexible generators condi-
tioned on inputs like text and semantic maps. LDMs significantly improve computational efficiency
and enable training on internet-scale datasets [48]]. Modern large-scale text-to-image diffusion models



including eDiff-1 [2], DALL-E [42], Imagen [46], and Stable Diffusion [40, 44]] have demonstrated
unparalleled capabilities to produce diverse samples with high fidelity given unfettered text prompts.

Layout-to-image generation synthesizes images conditioned on graphical inputs of layouts. Pi-
oneering works [22 35] based on GANSs [[16] and transformers [53]] successfully generate images
consistent with given layouts. LayoutDiffusion [66] fuses layout and category embeddings and builds
object-aware cross-attention for local conditioning with traditional diffusion models. LayoutDif-
fuse [24] employs layout attention modules for bounding boxes based on LDMs. MultiDiffusion [3]]
and BoxDiff [58]] develop training-free frameworks to produce samples with spatial constraints.
GLIGEN ([33] inserts trainable gated self-attention layers to pre-trained LDMs to fit specific tasks and
is hard to generalize to scenes uncommon for pre-trained models. ReCo [61] and GeoDiffusion [3]
extend LDMs with position tokens added to text prompts and fine-tunes both text encoders and
diffusion models to realize region-aware controls. They need abundant data to build the capability
of encoding the layout information in text prompts. ControlNet [62]] reuses the encoders of LDMs
as backbones to learn diverse controls. However, it still struggles to deal with some complex cases.
MIGC [67]] decomposes multi-instance synthesis to single-instance subtasks utilizing additional
attention modules. InstanceDiffusion [55] adds precise instance-level controls, including boxes,
masks, and scribbles for text-to-image generation. Given annotations of bounding boxes, this paper
introduces a novel approach applicable to both specific and general domains to synthesize high-fidelity
complex scenes consistent with annotations for the object detection task.

Dataset synthesis for training object detection models. Copy-paste [9] is a simple but effective data
augmentation method for detectors. Simple Copy-Paste [[14] achieves improvements with a simple
random placement strategy for objects. Following works [13165] generate foreground objects and
then paste them on background images. However, generated images by these methods usually have
obvious artifacts on the boundary of pasted regions. DatasetGAN [[64] takes an early step to generate
labeled images automatically. Diffusion models have been used to synthesize training data and benefit
downstream tasks including object detection [S, [10L[11}163]], image classification [[1}[8} 18} 134,147, 51],
and semantic segmentation [[15, 23} 13111364139, 156,157,159, 60]. Modern approaches for image-label
pairs generation can be roughly divided into two categories. One group of works [[L1 [15 31} 36|
56,159,163 first generate images and then apply a pre-trained perception model to generate pseudo
labels on the synthetic images. The other group [3} 23} 39] uses the same strategy as our approach
to synthesize images under the guidance of annotations as input conditions. The second group also
overlaps with layout-to-image approaches [24, [33} 155, 161} 162} 66 |67]. Our approach should be
assigned to the second group and is designed to address challenging cases like multi-class objects,
occlusions between objects, and specific domains.

3 Method

This section presents ODGEN, a novel approach to generate high-quality images conditioned on
bounding box labels for specific domains. Firstly, we propose a new method to fine-tune the diffusion
model in Sec. 3.1} Secondly, we design an object-wise conditioning method in Sec. [3.2] Finally,
we introduce a generation pipeline to build synthetic datasets for detector training enhancement

in Sec.[3.3]

3.1 Domain-specific Diffusion Model Fine-tuning

Modern Stable Diffusion [44] models are trained on the LAION-5B [48] dataset. Therefore, the
textual prompts and generated images usually follow similar distributions to the web crawl data.
However, real-world object detection datasets could come from very specific domains. We fine-tune
the UNet of the Stable Diffusion to fit the distribution of an arbitrary object detection dataset. For
training images, we use not only the entire images from the dataset but also the crops of foreground
objects. In particular, we crop foreground objects and resize them to 512 x 512. In terms of the text
input, as shown in Fig. 2] (a), we use templated condition "a <scene>" named ¢, for entire images
and "a <classname>" named c, for cropped objects. If the names are terminologies, following the
subject-driven approach in DreamBooth [45], we can employ identifiers like "[V]" to represent the
target objects and scenes, improving the robustness to textual ambiguity under the domain-specific
context. =% and x! represent the input of scenes x; and objects x; added to noises at time step t. €
and ¢, represent the added noises following normal Gaussian distributions. The pre-trained Stable
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Figure 2: ODGEN training pipeline: (a) A pre-trained diffusion model is fine-tuned on a detection
dataset with both entire images and cropped foreground patches. (b) A text list is built based on
class labels. The fine-tuned diffusion model in stage (a) is used to generate a synthetic object image
for each text. Generated object images are resized and pasted on empty canvases per box positions,
constituting an image list. (c) The image list is concatenated in the channel dimension and encoded
as conditions for ControlNet. The text list is encoded by the CLIP text encoder, stacked, and encoded
again by the text embedding encoder as inputs for ControlNet.

Diffusion parameterized by 6 is fine-tuned with the reconstruction loss as:
Erec :E$O,t,eO~N(O,1) [| |€o — €9 (xiﬁ L, T(CO)) | |2]

+ )\E$S7t7€sNN(O,1) [”65 - Gg(xi, t, T(CS))||2]

where A controls the relative weight for the reconstruction loss of scene images. 7 is the frozen CLIP
text encoder. Our approach guides the fine-tuned model to capture more details of foreground objects
and maintain its capability of synthesizing the complete scenes.

ey

3.2 Object-wise Conditioning

ControlNet [62]] can perform controllable synthesis with visual conditions. However, the control can
be challenging with an increasing object number and category number due to the "concept bleeding"
phenomenon. Stronger conditions are needed to ensure high-fidelity generation. To this end, we
propose a novel object-wise conditioning strategy with ControlNet.

Text list encoding. As shown in Fig.[2](b) and (c), given a set of object class names and their bounding
boxes, we first build a text list consisting of each object with the fixed template "a <classname>".
Then the text list is padded with empty texts to a fixed length N and converted to a list of embeddings
by a pre-trained CLIP text tokenizer and encoder. The embeddings are stacked and encoded by a
4-layer convolutional text embedding encoder, and used as the textual condition for ControlNet. The
text encoding of native ControlNet compresses the information in global text prompts altogether,
resulting in mutual interference between distinct categories. To alleviate this "concept bleeding"
problem of multiple categories, our two-step text encoding enables the ControlNet to capture the
information of each object with separate encoding.
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Figure 3: Pipeline for object detection dataset synthesis. Yellow block: estimate Gaussian distribu-
tions for the bounding box number, area, aspect ratio, and location based on the training set. Blue
block: sample pseudo labels from the Gaussian distributions and generate conditions including
text and image lists to synthesize novel images. Pink block: train a classifier with foreground and
background patches randomly cropped from the training set and use it to filter pseudo labels that
failed to be synthesized. Finally, the filtered labels and synthetic images compose datasets.

Image list encoding. As shown in Fig. E] (b) and (c), for each item in the text list, we use the
fine-tuned diffusion model to generate images for each foreground object. We then resize each
generated image and paste it on an empty canvas based on the corresponding bounding box. The set
of pasted images is denoted as an image list, which contains both conceptual and spatial information
of the objects. The image list is concatenated and zero-padded to N in the channel dimension and
then encoded to the size of latent space by an image encoder. Applying an image list rather than
pasting all objects on a single image can effectively avoid the influence of object occlusions.

Optimization. With a pair of image and object detection annotation, we generate the text list ¢;; and
image list ¢; as introduced in this section. The input global text prompt ¢; of the diffusion model is
composed of the object class names and a scene name, which is usually related to the dataset name
and fixed for each dataset. The ControlNet, along with the integrated encoders, are trained with the
reconstruction loss. In addition, the weights of foreground regions are enhanced to produce more
realistic foreground objects in complex scenes. The overall loss function is formulated as:

‘Crecon = Ex,t,ct,c”,c,,l,5~/\/’(O,1) [| |6 — €9 (xh ta Ct, Ctl, Cil>||2]

@)
L:CO”LtTOl = E’I"SCOTL + VETSCOTL @ M

where M represents a binary mask with 1 on foreground pixels 0 on background pixels. ® represents
element-wise multiplication, and - controls the foreground re-weighting.

3.3 Dataset Synthesis Pipeline for Object Detection

Our dataset synthesis pipeline is summarized in Fig.|3] We generate random bounding boxes and
classes as pseudo labels based on the distributions of the training set. Then, the pseudo labels are
converted to triplets: <image list, text list, global text prompt>. ODGEN uses the triplets as inputs to
synthesize images with the fine-tuned diffusion model. In addition, we filter out the pseudo labels in
which areas the foreground objects fail to be generated.

Object distribution estimation. To simulate the training set distribution, we compute the mean
and variance of bounding box attributes and build normal distributions. In particular, given a
dataset with K categories, we calculate the class-wise average occurrence number per image p =
(1, pr2, - - ., i) and the covariance matrix 3 to build a multi-variable joint normal distribution
N (p, X). In addition, for each category &, we build normal distributions NV (pi, 02) and N (g1, 07)
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Image synthesis. We first sample the object number per category from the K-dimensional joint
normal distributions. Then for each object, we sample its bounding box location and size from the
corresponding estimated normal distributions. The sampled values are used to generate text lists,
image lists, and global text prompts. Finally, we use ODGEN to generate images with the triplets.

Corrupted label filtering. There is a certain possibility that some objects fail to be generated in
synthetic images. While utilizing image lists alleviates the concern to some extent, the diffusion
model may still neglect some objects in complex scenes containing dense or overlapping objects. As
a result, the synthesized pixels could not match the pseudo labels and will undermine downstream
training performance. We fine-tune a ResNet50 [17] with foreground and background patches cropped
from the training set to classify whether the patch contains an object. The discriminator checks
whether objects are successfully synthesized in the regions of pseudo labels, rejects nonexistent ones,
and further improves the accuracy of synthetic datasets.

4 Experiments

We conduct extensive experiments to demonstrate the effectiveness of the proposed ODGEN in both
specific and general domains. FID [19] is used as the metric of fidelity. Mean average precisions
(mAP) of YOLOVS5s [23] and YOLOvV7 [54]] trained with synthetic data are used to evaluate the
trainability, which concerns the usefulness of synthetic data for detector training. Our approach is
implemented with Stable Diffusion v2.1 and compared with prior controllable generation methods
based on Stable Diffusion, including ReCo [61]], GLIGEN [33]], ControlNet [62], GeoDiffusion [3]],
InstanceDiffusion [55]], and MIGC [67]. Native ControlNet doesn’t support bounding box conditions.
Therefore, we convert boxes to a mask C sized H x W x K, where H and W are the image height and
width, and K is the class number. If one pixel (i, j) is in n boxes of class k, the C|[i, j, k] = n. YOLO
models are trained with the same recipe as Roboflow-100 [6] for 100 epochs to ensure convergence.
The length of text and image lists N used in our ODGEN is set to the maximum object number per
image in the training set.



Table 1: FID () scores computed over 5000 images synthesized by each approach on RF7 datasets.
ODGEN achieves better results than the other on all 7 domain-specific datasets.

Datasets ReCo GLIGEN | ControlNet | GeoDiffusion | ODGEN
Apex Game 88.69 125.27 97.32 120.61 58.21
Robomaster 70.12 167.44 134.92 76.81 57.37
MRI Image | 202.36 270.52 212.45 341.74 93.82

Cotton 108.55 89.85 196.87 203.02 85.17
Road Traffic | 80.18 98.83 162.27 68.11 63.52
Aquarium 122.71 98.38 146.26 162.19 83.07
Underwater 73.29 147.33 126.58 125.32 70.20

Table 2: mAP@.50:.95 (1) of YOLOvV5s / YOLOvV7 on RF7. Baseline models are trained with 200
real images only, whereas the other models are trained with 200 real + 5000 synthetic images from
various methods. ODGEN leads to the biggest improvement on all 7 domain-specific datasets.
Baseline ReCo GLIGEN ControlNet | GeoDiffusion ODGEN
real + synth # 200+ 0 200 + 5000 | 200 + 5000 | 200 + 5000 200 + 5000 200 + 5000
Apex Game | 38.3/47.2 | 25.0/31.5 | 24.8/325 | 33.8/42.7 29.2/35.8 39.9/52.6
Robomaster | 27.2/26.5 | 18.2/27.9 19.1/25.0 | 24.4/329 18.2/22.6 39.6/34.7
MRI Image 37.6/274 | 42.77/383 | 323/259 | 44.7/372 42.0/38.9 46.1/41.5
Cotton 16.7/20.5 | 29.3/37.5 28.0/39.0 | 22.6/35.1 30.2/36.0 42.0/43.2
Road Traffic | 35.3/41.0 | 22.8/29.3 | 22.2/295 | 22.1/30.5 17.2/29.4 39.2/43.8
Aquarium 30.0/29.6 | 23.8/343 | 24.1/32.2 | 18.2/25.6 21.6/30.9 32.2/38.5
Underwater 16.7/19.4 | 13.7/15.8 14.9/18.5 15.5/17.8 13.8/17.2 19.2/22.0

4.1 Specific Domains

Roboflow-100 [6] is used for the evaluation in specific domains. It consists of 100 object detection
datasets of various domains. We select 7 representative datasets (RF7) covering video games, medical
imaging, and underwater scenes. To simulate data scarcity, we only sample 200 images as the training
set for each dataset. The whole training process including the fine-tuning on both cropped objects
and entire images and the training of the object-wise conditioning module, only depends on the 200
images. A in Eq. and v in Eq. are set as 1 and 25. We first fine-tune the diffusion model
according to Fig. 2| (a) for 3k iterations. Then we train the object-wise conditioning modules on a
V100 GPU with batch size 4 for 200 epochs, the same as the other methods to be compared.

4.1.1 Fidelity

For each dataset in RF7, we compute the FID scores of 5000 synthetic images against real images,
respectively. As shown in Tab. [T] our approach outperforms all the other methods. We visualize
the generation quality in Fig.[d] GLIGEN only updates gated self-attention layers inserted to Stable
Diffusion, making it hard to be generalized to specific domains like MRI images and the Apex game.
ReCo and GeoDiffusion integrate encoded bounding box information into text tokens, which require
more data for diffusion model and text encoder fine-tuning. With only 200 images, they fail to
generate objects in the given box regions. ControlNet, integrating the bounding box information
into the visual condition, presents more consistent results with the annotation. However, it may
still miss some objects or generate wrong categories in complex scenes. ODGEN achieves superior
performance on both visual effects and consistency with annotations.

4.1.2 Trainability

To explore the effectiveness of synthetic data for detector training, we train YOLO models pre-trained
on COCO with different data and compare their mAP@.50:.95 scores in Tab. [2] In the baseline
setting, we only use the 200 real images for training. For the other settings, we use a combination
of 200 real and 5000 synthetic images. Our approach gains improvement over the baseline and
outperforms all the other methods.

In addition, we add experiments with larger-scale datasets with 1000 images sampled from the Apex
Game and the Underwater datasets. The training setups are kept the same as the training on 200
images. We conduct experiments on ODGEN, ReCo, and GeoDiffusion. ReCo and GeoDiffusion



Table 3: mAP@.50 / mAP@.50:.95 (1) results of ODGEN trained on larger-scale datasets of 1000 real
images. The top 3 rows show results of YOLOvS5s and the bottom 3 rows show results of YOLOV7.
Baseline models are trained with 1000 real images only, whereas the other models are trained with
1000 real + 5000 / 10000 synthetic images from various methods. ODGEN leads to more significant
improvement than other methods.

Datasets Apex Game | Apex Game | Apex Game | Underwater | Underwater | Underwater
real + synth # 1000 + 0 1000 + 5000 | 1000 + 10000 1000 + 0 1000 + 5000 | 1000 + 10000
ReCo 83.2/53.5 | 78.7/46.9 82.0/46.9 55.6/29.2 | 55.1/28.4 55.9/29.1
GeoDiffusion | 83.2/53.5 80.0/47.2 82.5/47.5 55.6/29.2 | 542/27.9 54.3/28.0
ODGEN 83.2/53.5 | 83.3/53.5 83.6/53.6 55.6/29.2 | 59.6/32.5 56.3/29.8
ReCo 83.8/55.0 | 80.5/50.7 79.2/49.9 54.6/28.3 | 56.5/28.7 56.4/30.1
GeoDiffusion | 83.8/55.0 | 81.2/51.0 81.0/50.5 54.6/283 | 57.0/28.9 55.8/28.9
ODGEN 83.8/55.0 | 84.4/55.2 84.0/55.0 54.6/28.3 | 58.2/29.8 62.1/31.8
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Figure 5: Visualized results comparison for models trained on COCO. ODGEN is better qualified for
synthesizing complex scenes with multiple categories of objects and bounding box occlusions.

may benefit from larger-scale training datasets since they need to fine-tune more parameters in both
the UNet in Stable Diffusion and the CLIP text encoder. GLIGEN struggles to adapt to new domains.
ControlNet performs worse on layout control than ODGEN. Therefore, these two methods are not
included in this part. The corrupted label filtering step is not used for any method. Results in Tab. 3]
show that the baselines trained on real data only become stronger with larger-scale datasets while our
ODGEN still benefits detectors with synthetic data and outperforms other methods.

Table 4: FID (}) and mAP (1) of YOLOvS5s/ YOLOv7 on COCO. FID is computed with 41k synthetic
images. For mAP, YOLO models are trained from scratch on 10k synthetic images and validated on
31k real images. ODGEN outperforms all the other methods in terms of both fidelity and trainability.

Metrics ReCo | GLIGEN |ControlNet | 9% MIGC Instance- ODGEN
Diffusion Diffusion
FID 18.36 26.15 25.54 30.00 21.82 23.29 16.16
mAP@.50 |7.60/11.01|6.70/9.42|1.43/1.15|5.94/9.21[9.54/16.01|10.00/17.10|18.90/24.40
mAP@.50:95| 3.82/5.29 |3.56/4.60|0.52/0.38 |2.37/4.44| 4.67/8.65 | 542/10.20 | 9.70 / 14.20
4.2 General Domains

COCO-2014 [37]] is used to evaluate our method in general domains. As the scenes in this dataset are
almost covered by the pre-training data of Stable Diffusion, we skip the domain-specific fine-tuning
stage and train the diffusion model together with the object-wise conditioning modules. We train
our ODGEN on the COCO training set with batch size 32 for 60 epochs on x8 V100 GPUs as well
as GLIGEN, ControlNet, and GeoDiffusion. Officially released checkpoints of ReCo (trained for
100 epochs on COCO), MIGC (trained for 300 epochs on COCO), and InstanceDiffusion (trained on
self-constructed datasets) are employed for comparison. + in Eq. () is set as 10 for our ODGEN.

4.2.1 Fidelity

We use the annotations of the COCO validation set as conditions to generate 41k images. The FID
scores in Tab. ] are computed against the COCO validation set. ODGEN achieves better FID results
than the other methods. We provide a typical visualized example in Fig.[5] Given overlapping
bounding boxes of multiple categories, ODGEN synthesizes all the objects of correct categories and
accurate positions, outperforming the other methods. More samples are added in Appendix [G]



Table 5: mAP@.50 (1) and mAP@.50:.95 (1) of YOLOv5s/ YOLOV7 on the COCO dataset. Baseline
models are trained with 80k images from the COCO training set, whereas the other models are trained
with the same 80k real + 20k synthetic images. ODGEN outperforms baseline and the other methods.

Metrics Baseline ReCo GLIGEN ControlNet
mAP@.50 51.5/64.5 50.8/64.3 50.9/64.2 50.1/64.3
mAP@.50:.95 32.6/45.4 31.8/45.2 31.9/45.2 31.0/45.2
Metrics GeoDiffusion MIGC InstanceDiffusion ODGEN
mAP@.50 51.2/64.4 51.5/64.6 51.5/64.6 52.1/65.0
mAP@.50:.95 32.1/45.2 32.5/45.5 32.6/45.6 33.1/45.9

4.2.2 Trainability

We use 10k annotations randomly sampled from the COCO validation set to generate a synthetic
dataset of 10k images. The YOLO models are trained on this synthetic dataset from scratch and
evaluated on the other 31k images in the COCO validation set. As shown in Tab.[d] ODGEN achieves
significant improvement over the other methods in terms of mAP.

We further conduct experiments by adding 20k synthetic images to the 80k training images. We train
YOLO models from scratch on the COCO training set (80k images) as the baseline and on the same
80k real images + 20k synthetic images generated by different methods for comparison. We use the
labels of 20k images from the COCO validation set as conditions to generate the synthetic set and
use the other 21k real images for evaluation. The results are shown in Tab. [5] It shows that ODGEN
improves the mAP@.50:95 by 0.5% and outperforms the other methods.

We observe that YOLO models trained on synthetic data only fall behind models trained on real data.
We add experiments with different training and validation data combinations in Tab.[6] YOLO models
trained on real images show better generalization ability and achieve close results when tested on real
and synthetic data. YOLO models trained on synthetic data only get significantly better results when
tested on synthetic data than when generalized to real data. It indicates that noticeable domain gaps
still exist between real and synthetic data, which may be limited by the generation quality of modern
Stable Diffusion models and are promising to be narrowed with future models.

Table 6: mAP@.50 (1) and mAP@.50:.95 (1) of YOLOVS5s / YOLOV7 trained from scratch and
validated on real or synthetic COCO validation set. 10k images are used for training and the other 31k
images are used for validation. Real represents real images in the COCO validation set and synthetic
represents images synthesized by our ODGEN using the same labels.

Train | Validate | mAP@.50 (1) | mAP@.50:95 (1) | Train Validate | mAP@.50 (1) | mAP@.50:95 (1)
Real Real 29.40/41.70 15.80/26.30 | Synthetic| Real 18.90 / 24.40 9.70 / 14.20
Real | Synthetic | 29.40 /39.90 15.00/23.20 | Synthetic | Synthetic | 37.90 / 45.40 20.40/27.10

Table 7: Using the image list (IL) and the text list
(TL) benefits FID and mAP (YOLOvS5s / YOLOv7).
They are especially helpful for the Road Traffic
dataset which has more categories and occlusions.

Table 8: Proper « values in Eq. benefit
both FID and mAP (YOLOvSs / YOLOV7) of
synthetic images, while overwhelming values
lead to degeneration.

Datasets | IL | TL | FID(}) | mAP@.50:.95 (1) Datasets | ~ | FID () | mAP@.50:.95 (1)
X X 98.29 44.6/39.9 0 83.94 30.8/34.5
MRI X v 95.67 449/41.4 Aqua- 25 83.07 32.2/38.5
Image v X 99.16 46.2/41.0 rium 50 87.00 32.1/38.0
v v 93.82 46.1/41.5 100 | 90.13 29.9/35.7
X X 67.40 2557354 0 66.65 36.9/39.5
Road X v 66.48 26.5/37.0 Road 25 63.52 39.2/43.8
Traffic v X 65.80 32.3/39.1 Traffic 50 66.46 36.6/38.9
v v 63.52 39.2/43.8 100 | 72.18 32.9/37.1

4.3 Ablation Study

Image list and text list in object-wise conditioning modules. ODGEN enables object-wise
conditioning with an image list and a text list as shown in Fig. We test the performance of



Image List: X Image List: v
Text List: X Text List: Vv

Image List: X Image List: +/
Text List: _ Text List: Vv

Image List: v/ Image List: \/
Text List: X Text List: «/
S -

a—

+ traffic light trafffic Iig.ht

Figure 6: Visualized ablations. Left: using neither image nor text lists, a traffic light is generated
in the position of a bus, and a car is generated in the position of a traffic light; Middle: not using
image list, two occluded motorcycles are merged as one; Right: not using text list, a motorcycle is
generated in the position of a vehicle. Using both image and text lists generates correct results.

vehicle

vehicle

Annotation

y = 100

Figure 7: With increasing y value, our approach produces higher-quality foreground objects. However,
overwhelming v leads to blurred background and degenerated fidelity.

using global text prompts in the placement of text lists or pasting all the foreground patches on the
same empty canvas in the placement of image lists for the ablation study. Experiments are performed
on the MRI and Road Traffic datasets in RF7. The MRI dataset only has two categories and almost
no overlapping objects, whereas the road traffic dataset has 7 categories and many occluded objects.
From the results in Tab. [7} it can be found that using image lists or text lists brings moderate
improvement on MRI images and significant improvement on the more complex Road Traffic dataset.
Visualization in Fig. [f] shows that the image list improves the fidelity under occlusion, and the text
list mitigates the mutual interference of multiple objects.

Foreground region enhancement. We introduce a re-

weighting term controlled by ~y for foreground objects Table 9: mAP (YOLOv5s / YOLOV7) of

in Eq. (Z). Tab.[§shows that appropriate  values can e corrupted label filtering for ODGEN.
improve both the fidelity and the trainability since the

foreground details are better generated. However, increas-  pagaers | 201 | map@.50:.95 (1)
ing the value will undermine the background quality, as ﬁlt‘?;mg BOTT3
visualized in Fig.[d Cotton . 105401
Corrupted label filtering. Results in Tab. 0] show ~ Robo- v 39.6/34.7
that the corrupted label filtering step helps improve the master X 39.0/33.3
mAP@.50:95 of ODGEN by around 1-2%. The results of ~ Under- v 19.2/22.0
ODGEN without the corrupted label filtering still signif- water X 189/21.6

icantly outperform the baseline setting in Tab.

5 Conclusion

This paper introduces ODGEN, a novel approach aimed at generating domain-specific object detection
datasets to enhance the performance of detection models. We propose to fine-tune the diffusion
model on both cropped foreground objects and entire images. We design a mechanism to control
the foreground objects with object-wise synthesized visual prompts and textual descriptions. Our
work significantly enhances the performance of diffusion models in synthesizing complex scenes
characterized by multiple categories of objects and bounding box occlusions. Extensive experiments
demonstrate the superiority of ODGEN in terms of fidelity and trainability across both specific and
general domains. We believe this work has taken an essential step toward more robust image synthesis
and highlights the potential of benefiting the object detection task with synthetic data.
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A Limitations

Despite the significant improvement achieved by this work, we find it remains challenging to achieve
comparable training performance as real data with merely synthetic data. We consider the limitation
to be mainly caused by two reasons. Firstly, the generation fidelity is still limited by modern diffusion
models. For instance, VAEs in Stable Diffusion are not good enough to deal with complex text in
images, constraining the performance on video game datasets. ODGEN is promising to achieve
further improvements with more powerful diffusion models in the future. Secondly, this paper mainly
focuses on designing generative models with given conditions. However, the other parts in the dataset
synthesis pipeline are not fully optimized, which are interesting to be explored in future work.

B Broader Impact

We introduce a novel approach for object detection datasets synthesis, achieving improvement in
fidelity and trainability for both specific and general domains. Our approach is more prone to biases
caused by training data than typical Al generative models since it shows robustness with limited data
of specific domains. Therefore, we recommend practitioners to apply abundant caution when dealing
with sensitive applications to avoid problems of races, skin tones, or gender identities.

C Supplemental Ablations

Detector training w/o real data. In the main paper, we train the detectors with 200 real images
and 5000 synthetic images for RF7 benchmarks. In this ablation study, we conduct experiments
with the 5000 synthetic images only to explore the impact of the absence of real data for training
detectors. As shown in Tab.[I0] for easy datasets with fewer objects, like MRI image and Cotton,
training with 5000 synthetic data only achieves better results than training with 200 real samples
only. Increasing the dataset size can improve the model performance because the generation quality
is good enough in these cases. Nevertheless, for complex scenes like Robomaster and Aquarium,
training with synthetic data only fails to achieve better results. It may be caused by the limited
generation quality of modern diffusion models. For instance, the VAE in Stable Diffusion is not good
at synthesizing texts in images, which is common in the Robomaster dataset. Besides, FID results
in Tab.[T]indicate that there still exist gaps between the distributions of real and synthetic images. The
performance of our approach is promising to be further improved in the future with more powerful
generative diffusion models. In addition, the current dataset synthesis pipeline is not fully optimized
and cannot reproduce the distributions of foreground objects perfectly, which may also lead to worse
performance of training on synthetic data only with the RF7 datasets.

Table 10: Ablations of using real data only and using synthetic data only during detector training.
(Metric: YOLOvV5s / YOLOvV7)
Metrics mAP@.50 (1) mAP@.50:.95 (1)
real + synth # 200+ 0 0+5000 | 200 + 5000 200+ 0 0+ 5000 200 + 5000
Robomaster | 50.3/48.8 | 359/37.2 | 67.4/654 | 27.2/26.5 | 18.7/21.0 | 39.6/34.7
MRI Image 55.1/44.7 | 59.8/552 | 68.1/613 | 37.6/27.4 | 41.3/353 | 46.1/41.5
Cotton 29.4/32.0 | 43.1/432 | 63.9/55.0 | 16.7/20.5 | 29.5/28.1 | 42.0/43.2
Aquarium 53.8/53.0 | 452/41.1 | 62.6/66.5 | 30.0/29.6 | 23.8/20.9 | 32.2/38.5

Number of synthesized samples. We ablate the number of synthesized samples used for detector
training and provide quantitative results in Tab. With increasing amounts of synthesized samples,
detectors achieve higher performance and get very close results between 5000 and 10000 synthetic
samples.

Category isolation for datasets synthesis. As illustrated in the main paper, modern diffusion models
have the limitation of "concept bleeding" when multiple categories are involved in the generation of
one image. An alternative method could be only generating objects of the same category in one image.
We select 3 multi-class datasets and compare this approach against the proposed method in ODGEN.
As shown in Tab. ODGEN achieves better results on most benchmarks than generating samples
with isolated categories. This is an expected result since generating objects of various categories in
one image should be better aligned with the test set.
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Table 11: Ablations of the number of synthetic =~ Table 12: Ablations of category isolation dur-
samples (Metric: mAP@.50 (1) of YOLOv5s/  ing datasets synthesis (Metric: mAP@.50 (1)
YOLOV7, real images # 200). Results are very ~ of YOLOvSs/ YOLOV7, real + synth images #

close between 5k and 10k synthetic samples. 200 + 5000). It hinders the performance in most
synth # | Robomaster Cotton Aquarium cases.
0 50.3/48.8 | 29.4/32.0 | 53.8/53.0 Split Categories True False
1000 522/61.7 | 440/51.3 | 55.0/63.8 Road Traffic 63.4/70.3 | 66.8/70.4
3000 61.9/61.1 | 62.6/56.4 | 56.8/65.8 Aquarium 57.2/63.3 | 62.6/66.5
5000 67.4/654 | 63.9/550 | 62.6/66.5 Underwater Object | 41.1/42.0 | 40.0/44.8
10000 67.4/652 | 644/56.5 | 62.8/66.3

Table 13: mAP@.50:.95 (1) of YOLOv5s / YOLOvV7 on RF7. Baseline models are trained with 200

real images only, whereas the other models are trained with 200 real + 5000 synthetic images from

various methods. The corrupted label filtering step is not applied to all methods. ODGEN still

leads to the biggest improvement on all 7 domain-specific datasets.

Baseline ReCo GLIGEN ControlNet | GeoDiffusion ODGEN

real + synth # 200+ 0 200 + 5000 | 200 + 5000 | 200 + 5000 200 + 5000 200 + 5000
Apex Game | 38.3/47.2 | 25.0/31.5 | 24.8/32.5 | 33.8/42.7 29.2/35.8 39.8/52.6
Robomaster 27.2/26.5 | 18.2/27.9 19.1/25.0 | 24.4/32.9 18.2/22.6 39.0/33.3
MRI Image 37.6/274 | 42.7/38.3 | 323/259 | 44.7/372 42.0/38.9 46.1/41.5

Cotton 16.7/20.5 29.3/37.5 28.0/39.0 | 22.6/35.1 30.2/36.0 40.5/42.1

Road Traffic | 35.3/41.0 | 22.8/29.3 | 22.2/295 | 22.1/30.5 17.2/29.4 38.2/43.2
Aquarium 30.0/29.6 | 23.8/34.3 24.1/32.2 18.2/25.6 21.6/30.9 32.0/38.4
Underwater 16.7/194 | 13.7/15.8 14.9/18.5 15.5/17.8 13.8/17.2 18.9/21.6

Corrupted label filtering. We design this step to filter some labels when objects are not generated
successfully, which may be caused by some unreasonable boxes obtained with the pipeline in Fig.
For experiments on COCO, this step is not applied to any method since we directly use labels
from the COCO validation set and hope to synthesize images consistent with the real-world labels.
For RF7 experiments, this step is only applied to our ODGEN in Tab. 2} For fair comparison, we
skip this step on RF7 to compare the generation capability of different methods fairly and provide
results in Tab. [T3] It shows that the corrupted label filtering step only contributes a small part of the
improvement. Without this step, our method still outperforms the other methods significantly. In
addition, as illustrated in Appendix [A] the current dataset synthesis pipeline is designed to compare
different methods and can be improved further in future work.

Foreground region enhancement on COCO. We set -y as 10 in Eq. (2) in our experiments trained
on COCO. We add ablations with y value of O to ablate foreground region enhancement on COCO
and provide quantitative results in Tab. It shows that the foreground region enhancement helps
ODGEN achieve better results, especially the layout-image consistency reflected by mAP results.

Table 14: FID (}) and mAP (1) of YOLOvSs / YOLOv7 on COCO. FID is computed with 41k
synthetic images. For mAP, YOLO models are trained from scratch on 10k synthetic images and
validated on 31k real images. Foreground region enhancement contributes to the improvement of
both FID and mAP results.

Method FID () | mAP@.50 (1) | mAP@.50:95 (1)

ODGEN w/ foreground region enhancement 16.16 18.90 / 24.40 9.70 / 14.20

ODGEN w/o foreground region enhancement 16.45 16.90/23.10 8.72/13.50

Fine-tuning on both cropped foreground objects and entire images. For specific domains, taking
the Robomaster dataset in RF7 as an example, most images in the dataset contain multiple categories
of objects like "armor", "base", "watcher", and "car", which are either strange for Stable Diffusion
or different from what Stable Diffusion tends to generate with the same text prompts. For models
fine-tuned on entire images only, they cannot obtain direct guidance on which parts in entire images
correspond to these objects. As a result, the fine-tuned models cannot synthesize correct images for
foreground objects given text prompts like "a base in a screen shot of the Robomaster game". We
provide FID results of foreground objects synthesized by models fine-tuned on both entire images
and cropped foreground objects (text prompts are composed of object names and the scene name,
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“Traffic lights in a traffic scene” “A bus in a traffic scene”

Figure 8: Visualized examples produced by the model fine-tuned on entire images from the Road
Traffic dataset only. It fails to produce images of foreground objects correctly.

e.g., "a car and a base in a screen shot of the Robomaster game") and models fine-tuned on entire
images only in Tab.[T3] It shows that the proposed approach helps fine-tuned models generate images
of foreground objects significantly better. Similarly, we also provide FID results of the Road Traffic
dataset in Tab. [I6] which is relatively more familiar for Stable Diffusion than the Robomaster dataset.
Results also show the improvement provided by our approach compared with models fine-tuned on
entire images only. Visualized examples produced by the model fine-tuned on entire images only are
shown in Fig.[8] Such models struggle to capture the information of foreground objects and fail to
produce images needed to build image lists for our ODGEN.

Table 15: FID ({) results of foreground objects in the Robomaster dataset synthesized by models
fine-tuned on different data.

Object categories watcher | armor car base rune
Entire images only 384.94 | 532.56 | 364.46 | 325.79 | 340.11
Entire images and cropped objects | 124.45 | 136.27 | 135.66 | 146.50 | 128.95

Table 16: FID (|) results of foreground objects in the Road Traffic dataset synthesized by models
fine-tuned on different data.

. . . traffic | motor- fire Cross- .
Object categories vehicle light cycle | hydrant | walk bus bicycle
Entire images only 241.64 | 240.55 | 213.90 | 205.22 | 253.40 | 238.63 | 153.76
Entire images and cropped objects | 105.27 | 90.71 | 143.30 | 53.05 97.33 | 118.58 | 65.61

D Implementation Details

D.1 Global Text Prompt

All the methods included for comparison in our experiments share the same textual descriptions of
the foreground objects and entire scenes in the global text prompts for a fair comparison. ReCo [61]]
and GeoDiffusion [3] further add the location information of foreground objects to their global text
prompts following their approaches. For general domains, we concatenate the object class names into
a sentence as the global text prompt. For specific domains, we concatenate the object class names
and the scene name into a sentence as the global text prompt.

D.2 ODGEN (ours)

We follow the default training setting used by ControlNet [62], including the learning rates and the
optimizer to train our ODGEN models and provide fair comparison with ControlNet.

Offline foreground objects synthesis. To improve the training efficiency, we synthesize 500
foreground object images for each category offline and build a synthetic foreground pool. During the
training of object-wise conditioning modules, foreground images are randomly sampled from the
pool to build the image list.

Image encoder. ControlNet uses a 4-layer convolutional encoder to encode input conditions sized
512 to 64 x 64 latents. The input channels are usually set as 1 or 3 for input images. Our ODGEN
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follows similar methods to convert the input conditions. The key difference is that we use image lists
of synthesized objects as input conditions. The image lists are padded to /N and concatenated in the
channel dimension for encoding. In this case, we expand the input channels of the encoder to 3N and
update the channels of the following layers to comparable numbers. We provide the channels of each
layer in Tab.[T7] The convolutional kernel size is set as 3 for all layers. We design different encoder
architectures according to the maximum object numbers that can be found in a single image. For
datasets like MRI in which most images contain only one object, we can use a smaller encoder to
make the model more lightweight. For a generic model trained on large-scale datasets, we can fix the
architectures of encoders with a large /N to make it applicable to images containing many objects.

Table 17: Detailed input and output channels of each convolutional layer in the image encoder used in

ODGEN. As the maximum object number per image for different datasets varies, we select different

N and thus different channel numbers.

Layer 1 Layer 2 Layer 3 Layer 4
Datasets N Input | Output | Input | Output | Input | Output | Input | Output

Apex Game | 6 18 32 32 96 96 128 128 256

Robomaster | 17 51 64 64 96 96 128 128 256
MRI Image | 2 6 16 16 32 32 96 96 256
Cotton 27 81 96 96 128 128 192 192 256

Road Traffic | 19 57 64 64 96 96 128 128 256
Aquarium | 56 | 168 168 168 192 192 224 224 256
Underwater | 79 | 237 237 237 256 256 256 256 256
COCO 93 | 297 297 297 256 256 256 256 256

Text embedding encoder. Similar to the image list, the text list is also padded to the length NV with
empty text. Each item in the text list in encoded by the CLIP text encoder to an embedding. With
the CLIP text encoder used in Stable Diffusion 1.x and 2.x models, we get N text embeddings sized
(batch size, 77,1024). Then we stack the embeddings to size (batch size, N, 77,1024) and use a
4-layer convolutional layer to compress the information into one embedding. The input channel is N
and the output channels of following layers are | N/2|, | N/4], | N/8], 1. We set the convolutional
kernel size as 3, the stride as 1, and use zero padding to maintain the sizes of the last two dimensions.

Foreground/Background discriminator. We train discriminators by fine-tuning ImageNet pre-
trained ResNet50 on foreground and background patches randomly cropped from training sets.
They are split for training, validating, and testing by 70%, 10%, and 20%. The model is a binary
classification model that only predicts whether a patch contains any object. The accuracy on test
datasets is over 99% on RF7. Therefore, we can confidently use it to filter the pseudo labels.

D.3 Other Methods

ReCo [61] & MIGC [67] & GeoDiffusion [5] are layout-to-image generation methods based on
Stable Diffusion. For the comparison on RF7, we use the official codes of ReCo and GeoDiffusion
to fine-tune the diffusion models on domain-specific datasets and generate synthetic datasets for
experiments. For the comparison on COCO, we directly use their released pre-trained weights trained
on COCO. MIGC only releases the pre-trained weight but not the code, so we only compare it with
our method on the COCO benchmark. ReCo and GeoDiffusion fine-tune both the text encoder and
the UNet of Stable Diffusion. MIGC only fine-tunes the UNet.

InstanceDiffusion [S5] depends on multiple formats of inputs, including segmentation masks, boxes,
and scribbles, to train its UniFusion module. However, the RF7 datasets of specific domains do not
provide segmentation masks and scribbles. Therefore, it is only employed for comparison on COCO
with its open-source checkpoint.

GLIGEN [33] is an open-set grounded text-to-image generation methods supporting multiple kinds
of conditions. We use GLIGEN for layout-to-image generation with bounding boxes as conditions.
GLIGEN is designed to fit target distributions by only fine-tuning the inserted gated self-attention
layers in pre-trained diffusion models. Therefore, we fix the other layers in the diffusion model during
fine-tuning on RF7 or COCO.
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ControlNet [62] is initially designed to control diffusion models by fixing pre-trained models, reusing
the diffusion model encoder and fine-tuning it to provide control. In our experiments, to make fair
comparisons, we also fine-tune the diffusion model part to fit it to specific domains that can be
different from the pre-training data of Stable Diffusion. The diffusion model remains trainable for
experiments on COCO as well. The native ControlNet is originally designed as an image-to-image
generation method. As illustrated in Sec. [ we provide a simple way to convert boxes to masks.
Given a dataset containing K categories, an image sized H x W, and B objects with their bounding
boxes bbox and classes cls, we convert them to a mask M in the following process:

Algorithm 1 Convert bounding boxes to a mask for ControlNet

M =zeros(H, W, K)
for:=1,...,Bdo

coordic ft, 00T diop, COOTdright, COOTdpottom = bbox[i]

k = clsli]

M coordiep : coordyottom, coordieft = co0OTdyight, k]+ =1
end for

Table 18: The number of images in the 7 subsets of Roboflow-100 used to compose the RF7 datasets.

Datasets Train | Validation | Test
Apex Game | 2583 415 691
Robomaster | 1945 278 556
MRI Image | 253 39 79

Cotton 367 20 19
Road Traffic | 494 133 187
Aquarium 448 63 127
Underwater | 5320 760 1520

E Datasets Details

RF7 datasets. We employ the RF7 datasets from Roboflow-100 [[6] to evaluate the performance of
our ODGEN on specific domains. Here, we add more details of the employed datasets, including
Apex Game, Robomaster, MRI Image, Cotton, Road Traffic, Aquarium, and Underwater. We provide
the number of images for each dataset, including the train, validation, and test sets in Tab. We use
the first 200 samples in the image list annotation provided by Roboflow-100 for each dataset to build
the training set for our experiments. The full validation set is used as the standard to choose the best
checkpoint from YOLO models trained for 100 epochs. The full test set is used to evaluate the chosen
checkpoint and provide mAP results shown in this paper. Visualized examples with annotations are
shown in Fig.[9] The object categories of each dataset are provided in Tab.[I9] Some images in
the Apex Game and Robomaster datasets contain complex and tiny text that are hard to generate by
current Stable Diffusion.

F Supplemental Related Works

Copy-paste [14} 165] method requires segmentation masks to get the cropped foreground objects,
which are not provided by the RF7 datasets used in this paper. Besides, our approach also serves as a
controllable image generation method that only needs bounding box labels to produce realistic images,
which is hard to achieve by copy-paste. InstaGEN [/L1] is mainly designed for the open-vocabulary
object detection task. It generates images randomly and annotates them with a grounding head trained
with another pre-trained detector. Earlier works like LayoutDiffusion [66] are not implemented with
latent diffusion models and thus are not included for comparison. Works [23| 39} 56]] are designed for
semantic segmentation, while our ODGEN is designed for object detection.
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Figure 9: Visualized examples with object detection annotations of RF7 datasets.

G Supplemental Experiments

mAP@.50 on RF7. Tab. 20| provides quantitative results for trainability in terms of mAP@.50
as supplements to Tab. 2] Our approach achieves improvement over training on real data only and
outperforms other methods.

Visual relationship between image lists and synthesized images. The image list is designed to
provide information on category and localization for controlling foreground object layouts. The
synthesized images share the same category with objects in generated images and are pasted to
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Datasets Class Names
Apex Game Avatar, Object
Robomaster Armor, Base, Car, Rune, Rune-blue, Rune-gray, Rune-grey, Rune-red, Watcher
MRI Image Negative, Positive

Cotton G-arboreum, G-barbadense, G-herbaceum, G-hirsitum
Road Traffic | Bicycles, Buses, Crosswalks, Fire hydrants, Motorcycles, Traffic lights, Vehicles

Aquarium Fish, Jellyfish, Penguin, Puffin, Shark, Starfish, Stingray

Underwater Echinus, Holothurian, Scallop, Starfish, Waterweeds

Table 19: Class names of the RF7 datasets.

Table 20: mAP@.50 (1) of YOLOvSs / YOLOv7 on RF7. Baseline models are trained with 200
real images only, whereas the other models are trained with 200 real + 5000 synthetic images from
various methods. ODGEN leads to the biggest improvement on all 7 domain-specific datasets.
Baseline ReCo GLIGEN ControlNet | GeoDiffusion ODGEN
real + synth # 200+ 0 200 + 5000 | 200 + 5000 | 200 + 5000 200 + 5000 200 + 5000
Apex Game | 64.4/785 | 53.3/60.0 | 53.3/57.0 | 59.3/70.3 55.8/62.1 69.1/82.6
Robomaster | 50.3/48.8 | 41.6/54.4 | 38.7/50.2 | 44.4/57.0 41.5/45.7 67.4/65.4
MRI Image 55.1/44.7 | 59.7/59.6 | 52.1/42.0 | 64.7/554 61.6/56.1 68.1/61.3
Cotton 29.4/32.0 | 42.7/534 | 41.8/55.0 | 38.3/47.1 49.6/49.4 63.9/55.0
Traffic 61.1/68.8 | 44.6/524 | 45.0/545 | 43.5/56.2 38.2/54.6 66.8/70.4
Aquarium 53.8/53.0 | 458/59.0 | 49.7/512 | 355/454 45.1/54.8 62.6/ 66.5
Underwater | 35.7/39.2 | 30.9/345 | 33.6/38.7 | 343/37.7 31.8/37.6 40.0 / 44.8

the same position as those in generated images to build image lists. The objects in image lists and
synthesized images may all be apples or cakes but have different shapes and colors, as shown by the
visualized samples provided in Fig. [I0}

Detector performance improvement with synthetic data. We provide several visualized samples
in Fig. [TT)and show that the synthetic data helps detectors detect some occluded objects.

Generalization to novel categories. We use ODGEN trained on COCO to synthesize samples
containing subjects not included in COCO, like moon, ambulance, tiger, et al. We show visualized
samples in Fig.[T2] It shows that ODGEN trained on COCO can control the layout of novel categories.
However, we find that the generation quality is not very stable, which may be influenced by the
fine-tuning process on the COCO dataset. In future work, we hope to get a powerful and generic
model that is robust to the most common categories in daily life.

Computational cost. Our ODGEN needs to synthesize images of foreground objects to build image
lists, leading to higher computational costs for training and inference. Therefore, we propose to
generate an offline image library of foreground objects to accelerate the process of building image
lists. With the offline library, we can randomly pick images from it to build image lists instead of
synthesizing new images of foreground objects every time.

Taking the model trained on the COCO dataset as an example, our ODGEN shares a very close
scale of parameters with ControlNet (Trainable parameters: ODGEN 1231M v.s. ControlNet 1229M,
parameters in the UNet of Stable Diffusion are included). We provide the training time for 1 epoch
on COCO with 8 V100 GPUs of different methods in Tab. 211

Table 21: Training time for 1 epoch on COCO with 8 V100 GPUs.
Method ReCo | GLIGEN | ControlNet | GeoDiffusion | ODGEN
Training Time | 3 hours | 7 hours 4.5 hours 3.2 hours 5.6 hours

In the inference stage (Fig.[2|c)), our ODGEN pads both the image and text lists to a fixed length.
Therefore, the computational cost for inference with an offline library doesn’t increase significantly
with more foreground objects. Other methods like InstanceDiffusion [55] and MIGC [67] need more
time for training and inferencing with more objects. Taking models trained on COCO as examples, to
generate an image with 6 bounding boxes on a V100 GPU, ODGEN takes 10 seconds, ControlNet
takes 8 seconds, and InstanceDiffusion takes 30 seconds.
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Figure 11: Detection results of YOLO de-
Figure 10: Left: images used to build image lists.  tectors trained w/ or w/o ODGEN syn-
Right: corresponding synthesized samples. The syn-  thetic data. The synthesized samples of
thesized images of foreground objects share only the ~ ODGEN help detectors perform better on
same category with objects in synthesized samples  partially occluded objects.
but not colors or shapes.

During the inference process, we compare using the same offline image library as training against
using a totally different image library. We get very close results, as shown in Tab. Both
outperform other methods significantly, as shown in Tab. ] It indicates that ODGEN can extract
category information from synthesized samples of foreground objects in image lists instead of
depending on certain images of foreground objects. ODGEN is not constrained by the image library
of foreground objects used in training and can be generalized to other newly generated offline image
libraries consisting of novel synthesized samples of foreground objects, which ensures that offline
image libraries increase ODGEN’s computational efficiency without reducing its practicality.

Table 22: FID (}) and mAP (1) of YOLOvVS5s / YOLOv7 for ODGEN trained on COCO. FID is
computed with 41k synthetic images. For mAP, YOLO models are trained from scratch on 10k
synthetic images and validated on 31k real images. Different offline image libraries are applied for
inference.

Offline Image Library FID () | mAP@.50 (1) | mAP@.50:95 (1)
Same as training 16.01 18.90/9.70 24.40/14.20
Different from training 16.16 18.60/9.52 24.20/14.10

Quantitative evaluation for concept bleeding. This work mainly focuses on the concept of the
bleeding problem of different categories of objects. The mAP results of YOLO models trained on
synthetic images only in Tab.[d]can be a proxy task to prove that the concept bleeding is alleviated
since our ODGEN achieves state-of-the-art performance in the layout-image consistency of complex
scene generation conditioned on bounding boxes. This section adds quantitative evaluation with BLIP-
VQA [21]], which employs the BLIP model to identify whether the contents in synthesized images
are consistent with text prompts. The results are provided in Tab.[23] Our ODGEN outperforms other
methods and gets results close to ground truth (real images from the COCO validation set sharing the
same labels with synthetic images).

ODGEN trained on COCO with Stable Diffusion v1.5. Our ODGEN is implemented with Stable
Diffusion v2.1 in Sec. El We add experiments of implementing ODGEN with Stable Diffusion v1.5
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Figure 12: Visualized samples containing novel categories of foreground objects generated by
ODGEN trained on the COCO dataset. Stable Diffusion is used to generate images of the foreground
objects to build image lists for inference. It shows that our ODGEN can control the layout of novel
categories that were never seen in its training process.

“An avatar in a screen shot of the “An object in a screen shot of the
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“Traffic lights in a traffic scene” “A vehicle in a traffic scene” “A traffic scene”

Figure 13: Visualized samples generated by the models fine-tuned on both cropped foreground objects
and entire images from RF7 datasets (200 images for each dataset). Text prompts are provided under
figures. Columns 1-6 are generated foreground objects and columns 7-9 are generated entire images.
Models fine-tuned on entire images only cannot synthesize foreground objects required by image
lists since they cannot bind the prompts to corresponding objects in entire images that may contain
multiple categories of objects.

trained on COCO for comparison in this part. Results are provided in Tab.[24} Our ODGEN achieves
similar results with different versions of Stable Diffusion models.

Visualization. We provide extensive visualized examples of ODGEN to demonstrate its effectiveness.
In Fig.[13] we provide visualized samples produced by models fine-tuned on both cropped foreground
objects and entire images. It shows that the fine-tuned models are capable of generating diverse
foreground objects and complete scenes. In Fig. [I4] we show generated samples of the specific
domains in RF7. It can be seen that ODGEN is robust to complex scenes composed of multiple
categories, dense and overlapping objects. Besides, ODGEN shows strong generalization capability
to various domains.
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Figure 14: Additional visualized samples produced by our approach in various specific domains.
Annotations of bounding boxes are marked on samples and global text prompts are provided below
corresponding samples. Our approach can be generalized to various domains and is compatible with
complex scenes with multiple objects, multiple categories, and bounding box occlusions.

In Fig.[I3] Fig.[T6 and Fig.[T7} we provide supplemental visualized comparisons between ODGEN
and the other methods on the COCO-2014 dataset. ODGEN achieves the best image-annotation
consistency and maintains high generation fidelity. More generated samples of ODGEN are shown
in Fig. In addition, we also show different examples produced by ODGEN on the same conditions
in Fig.%to show its capability of generating diverse results.
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Figure 15: Visualized comparison results on the COCO-2014 dataset. The annotations used as
conditions to synthesize images are shown in the first column.

Table 23: BLIP-VQA (1) results averaged over 41k images synthesized with different methods using
the labels from the COCO validation set.

Method ReCo GLIGEN ControlNet GeoDiffusion
BLIP-VQA (1) | 0.2027 0.2281 0.2461 0.2114

Method MIGC | InstanceDiffusion ODGEN Ground Truth (reference)
BLIP-VQA (1) | 0.2314 0.2293 0.2716 0.2745

Table 24: FID (}) and mAP (1) of YOLOv5s / YOLOv7 on COCO. FID is computed with 41k
synthetic images. For mAP, YOLO models are trained from scratch on 10k synthetic images and
validated on 31k real images.

Method FID () | mAP@.50 (1) | mAP@.50:95 (1)

ODGEN based on Stable Diffusion v2.1 16.16 18.90/24.40 9.70 / 14.20

ODGEN based on Stable Diffusion v1.5 15.93 18.20/24.50 9.39/14.30
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Figure 16: Visualized comparison results on the COCO-2014 dataset. The annotations used as
conditions to synthesize images are shown in the first column.
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Figure 17: Visualized comparison results on the COCO-2014 dataset. The annotations used as
conditions to synthesize images are shown in the first column.
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Figure 18: Visualized results of ODGEN on the COCO-2014 dataset. In every grid, the annotation
used as conditions to synthesize images are shown in the top-left corner.
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Figure 19: Visualized results of our ODGEN on the COCO-2014 dataset generated from the same
conditions. The annotation is placed on the first column.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We have discussed the limitations of this work in Appendix
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: This paper does not include theoretical results.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We have provided details of our implementation in both the main paper and
the supplementary to ensure reproducibility.

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer:

Justification: This paper do not include new data. The code is not included yet. We have
provided enough details for implementation to ensure reproducibility. We will release the
code and models soon.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We have specified all the training and test details in our paper.
Guidelines:

* The answer NA means that the paper does not include experiments.
* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.
* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: Statistical significance of the experiments are not included. The experiments
cost large amounts of computational resources. For example. our ODGEN on COCO is
trained for 14 days with 8 V100 GPUs. Besides, the experiments on both specific and
general domains including 8 datasets and two proxy detection models show the same trend.
In addition, the improvement of our method is significant compared with prior methods.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We have included the information of compute resources in our paper.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: Our research obeys the code of ethics of NeurIPS.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

o If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: The broader impacts of this paper in discussed in Appendix [B]
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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11.

12.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer:

Justification: We have not designed safeguards yet but our model can share the same
safeguards with modern large-scale text-to-image models like Stable Diffusion.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We respect the license and terms of all the assets used in this paper.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the package
should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the license
of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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14.

15.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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